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THE FUNDAMENTALS
You’ve got to know your basics!

You wish! After you’re done with the pushups, I want you to start on your legs! That means squats! Go go go!

Hey... I thought we’d start off with...

WHUMP

D-done!

I’ll be fine.

Reiji, you seem pretty out of it today.

Are you okay?

I’ll be fine. Take a look at thi—
Ah—

Sorry, i guess i could use a snack...

Don't worry, pushing your body that hard has its consequences.

Just give me five minutes...

I don't mind. take your time.

Well then, let's begin.

Take a look at this.
I took the liberty of making a diagram of what we're going to be talking about.

Wow!

I thought today we'd start on all the basic mathematics needed to understand linear algebra.

We'll start off slow and build our way up to the more abstract parts, okay?

Don't worry, you'll be fine.

Sure.
LETS TALK
ABOUT NUMBER
SYSTEMS FIRST.

THEY'RE ORGANIZED
LIKE THIS.

COMPLEX
NUMBERS...I'VE
NEVER REALLY
UNDERSTOOD THE
MEANING OF i...

I DON'T KNOW
FOR SURE, BUT I
SUPPOSE SOME
MATHEMATICIAN MADE
IT UP BECAUSE HE
WANTED TO SOLVE
EQUATIONS LIKE

\[ x^2 + 5 = 0 \]

WELL...

COMPLEX NUMBERS

Complex numbers are written in the form
\[ a + b \cdot i \]
where \( a \) and \( b \) are real numbers and \( i \) is the **imaginary unit**, defined as \( i = \sqrt{-1} \).

**REAL NUMBERS**

- Positive natural numbers
- 0
- Negative natural numbers

**RATIONAL NUMBERS**

- Terminating decimal numbers like 0.3
- Non-terminating decimal numbers like 0.333...

**IRRATIONAL NUMBERS**

- Numbers like \( \pi \) and \( \sqrt{2} \) whose decimals do not follow a pattern and repeat forever

**IMAGINARY NUMBERS**

- Complex numbers without a real component, like 0 + bi, where \( b \) is a nonzero real number

* NUMBERS THAT CAN BE EXPRESSED IN THE FORM \( q / p \) (WHERE \( q \) AND \( p \) ARE INTEGERS, AND \( p \) IS NOT EQUAL TO ZERO) ARE KNOWN AS RATIONAL NUMBERS. INTEGERS ARE JUST SPECIAL CASES OF RATIONAL NUMBERS.

\[ x^2 + 5 = 0 \]
\( \chi^2 + 5 = \chi^2 - (-5) = (\chi + \sqrt{5}i)(\chi - \sqrt{5}i) = 0 \)

Using this new symbol, these previously unsolvable problems suddenly became approachable.

Why would you want to solve them in the first place? I don’t really see the point.

I understand where you’re coming from, but complex numbers appear pretty frequently in a variety of areas.

Don’t worry! I think it’d be better if we avoided them for now since they might make it harder to understand the really important parts.

I’ll just have to get used to them, I suppose...

Thanks!
I thought we'd talk about implication next. But first, let's discuss propositions.

A proposition is a declarative sentence that is either true or false, like...

"One plus one equals two" or "Japan's population does not exceed 100 people."

"That is either true or false..."

Let's look at a few examples.

A sentence like "Reiji Yurino is male" is a proposition.

But a sentence like "Reiji Yurino is handsome" is not.

To put it simply, ambiguous sentences that produce different reactions depending on whom you ask are not propositions.

"Reiji Yurino is female" is also a proposition, by the way.

My mom says I'm the most handsome guy in school...

That kind of makes sense.
Let’s try to apply this knowledge to understand the concept of implication. The statement “If this dish is a schnitzel then it contains pork” is always true.

But if we look at its converse...

“If this dish contains pork then it is a schnitzel”...it is no longer necessarily true.

In situations where we know that “If $P$ then $Q$” is true, but don’t know anything about its converse “If $Q$ then $P$”...

We say that “$P$ entails $Q$” and that “$Q$ could entail $P$.”

When a proposition like “If $P$ then $Q$” is true, it is common to write it with the implication symbol, like this: $P \Rightarrow Q$
If both "If $P$ then $Q$" and "If $Q$ then $P$" are true,

then $P$ and $Q$ are equivalent.

This means $P \iff Q$, which is the symbol for equivalence.

So it's like the implication symbols point in both directions at the same time?

Exactly! It's kind of like this.

Don't worry. You're due for a growth spurt...

Reiji is shorter than Tetsuo.

Tetsuo is taller than Reiji.

All right.

And this is the symbol for equivalence.
Another important field of mathematics is set theory.

Oh yeah...I think we covered that in high school.

Probably, but let's review it anyway.

Just as you might think, a set is a collection of things.

The things that make up the set are called its elements or objects.

Hehe, okay.

This might give you a good idea of what I mean.
EXAMPLE 1

The set “Shikoku,” which is the smallest of Japan’s four islands, consists of these four elements:

- Kagawa-ken
- Ehime-ken
- Kouchi-ken
- Tokushima-ken

---

1. A Japanese ken is kind of like an American state.

EXAMPLE 2

The set consisting of all even integers from 1 to 10 contains these five elements:

- 2
- 4
- 6
- 8
- 10
To illustrate, the set consisting of all even numbers between 1 and 10 would look like this:

\[ \{2, 4, 6, 8, 10\} \quad \{2n \mid n = 1, 2, 3, 4, 5\} \]

These are two common ways to write out that set:

It's also convenient to give the set a name, for example, \(X\).

With that in mind, our definition now looks like this:

\[ X = \{2n \mid n = 1, 2, 3, 4, 5\} \]

\(X\) marks the set!

This is a good way to express that “the element \(x\) belongs to the set \(X\).”

\[ x \in X \]

For example, Ehime-ken \(\subseteq\) Shikoku
And then there are subsets.

Let's say that all elements of a set $X$ also belong to a set $Y$. $X$ is a subset of $Y$ in this case.

And it's written like this.

For example, Shikoku $\subseteq$ Japan.
**EXAMPLE 1**

Suppose we have two sets $X$ and $Y$:

- $X = \{ 4, 10 \}$
- $Y = \{ 2, 4, 6, 8, 10 \}$

$X$ is a subset of $Y$, since all elements in $X$ also exist in $Y$.

**EXAMPLE 2**

Suppose we switch the sets:

- $X = \{ 2, 4, 6, 8, 10 \}$
- $Y = \{ 4, 10 \}$

Since all elements in $X$ don’t exist in $Y$, $X$ is no longer a subset of $Y$.

**EXAMPLE 3**

Suppose we have two equal sets instead:

- $X = \{ 2, 4, 6, 8, 10 \}$
- $Y = \{ 2, 4, 6, 8, 10 \}$

In this case, both sets are subsets of each other. So $X$ is a subset of $Y$, and $Y$ is a subset of $X$.

**EXAMPLE 4**

Suppose we have the two following sets:

- $X = \{ 2, 6, 10 \}$
- $Y = \{ 4, 8 \}$

In this case neither $X$ nor $Y$ is a subset of the other.
I thought we'd talk about functions and their related concepts next.

It's all pretty abstract, but you'll be fine as long as you take your time and think hard about each new idea.

Got it.

Let's start by defining the concept itself.

Sounds good.
Imagine the following scenario:

Captain Ichinose, in a pleasant mood, decides to treat us freshmen to lunch. So we follow him to restaurant A.

This is the restaurant menu.

Udon 500 yen
Curry 700 yen
Breaded Pork 1000 yen
Broiled Eel 1500 yen

But there is a catch, of course.

Since he's the one paying, he gets a say in any and all orders.

What do you mean?

Kind of like this:
We wouldn’t really be able to say no if he told us to order the cheapest dish, right?

Udon for everyone!

Yurino
Yoshida
Yajima
Tomiyama

Udon
Curry
Breaded pork
Broiled eel

Or say, if he just told us all to order different things.

Order different stuff!

Yurino
Yoshida
Yajima
Tomiyama

Udon
Curry
Breaded pork
Broiled eel
Even if he told us to order our favorites, we wouldn’t really have a choice. This might make us the most happy, but that doesn’t change the fact that we have to obey him.

You could say that the captain’s ordering guidelines are like a “rule” that binds elements of $X$ to elements of $Y$. 

Order what you want!
And that is why...

We define a "function from \( X \) to \( Y \)" as the rule that binds elements in \( X \) to elements in \( Y \), just like the captain's rules for how we order lunch!

This is how we write it:

\[
X \xrightarrow{f} Y \quad \text{or} \quad f : X \rightarrow Y
\]

\( f \) is completely arbitrary. \( g \) or \( h \) would do just as well.

Functions

A rule that binds elements of the set \( X \) to elements of the set \( Y \) is called "a function from \( X \) to \( Y \)." \( X \) is usually called the domain and \( Y \) the co-domain or target set of the function.
Let's assume that $x_i$ is an element of the set $X$. The element in $Y$ that corresponds to $x_i$ when put through $f$ is called "$x_i$'s image under $f$ in $Y"."

Also, it's not uncommon to write "$x_i$'s image under $f$ in $Y"... as $f(x_i)$. 

Okay!
AND IN OUR CASE...

\[ f(Yurino) = udon \]
\[ f(Yoshida) = broiled eel \]
\[ f(Yajima) = breaded pork \]
\[ f(Tomiyama) = breaded pork \]

LIKE THIS:

I HOPE YOU LIKE UDON!

\[ f(Yurino) = udon \]
\[ f(Yoshida) = broiled eel \]
\[ f(Yajima) = breaded pork \]
\[ f(Tomiyama) = breaded pork \]

IMAGE

This is the element in Y that corresponds to \( x_i \) of the set X, when put through the function \( f \).
By the way, do you remember this type of formula from your high school years?

Oh... yeah, sure.

\[ f(x) = 2x - 1 \]

DIDN'T YOU EVER WONDER WHY...

...they always used this weird symbol \( f(x) \) where they could have used something much simpler like \( y \) instead?

"Like whatever! Anyways, so if I want to substitute with 2 in this formula, I'm supposed to write \( f(2) \) and..."

Actually... I have!

Inside Misa's brain?
Here's why. What \( f(x) = 2x - 1 \) really means is this:

The function \( f \) is a rule that says:

"The element \( x \) of the set \( X \) goes together with the element \( 2x - 1 \) in the set \( Y \)."

Similarly, \( f(2) \) implies this:

The image of 2 under the function \( f \) is \( 2 \cdot 2 - 1 \).
This set is usually called the range of the function $f$, but it is sometimes also called the image of $f$.

* The term image is used here to describe the set of elements in $Y$ that are the image of at least one element in $X$. 
AND THE SET $X$ IS DENOTED AS THE DOMAIN OF $f$.

WE COULD EVEN HAVE DESCRIBED THIS FUNCTION AS

$Y = \{ f(Yurino), f(Yoshida), f(Yajima), f(Tomiyama) \}$

IF WE WANTED TO.

RANGE AND CO-DOMAIN

The set that encompasses the function $f$'s image $\{ f(x_1), f(x_2), \ldots, f(x_n) \}$ is called the range of $f$, and the (possibly larger) set being mapped into is called its co-domain.

The relationship between the range and the co-domain $Y$ is as follows:

$\{ f(x_1), f(x_2), \ldots, f(x_n) \} \subseteq Y$

In other words, a function's range is a subset of its co-domain. In the special case where all elements in $Y$ are an image of some element in $X$, we have

$\{ f(x_1), f(x_2), \ldots, f(x_n) \} = Y$
Next we'll talk about onto and one-to-one functions.

Let's say our karate club decides to have a practice match with another club...

And that the captain's mapping function $f$ is "fight that guy."

You're already doing practice matches?

N-not really. This is just an example.

Still working on the basics!
A function is **onto** if its image is equal to its co-domain. This means that all the elements in the co-domain of an onto function are being mapped onto.

If $x_i \neq x_j$ leads to $f(x_i) \neq f(x_j)$, we say that the function is **one-to-one**. This means that no element in the co-domain can be mapped onto more than once.

It's also possible for a function to be both onto and one-to-one. Such a function creates a "buddy system" between the elements of the domain and co-domain. Each element has one and only one "partner."
Now we have inverse functions.

This time we're going to look at the other team captain's orders as well.

We say that the function $g$ is $f$'s inverse when the two captains' orders coincide like this.

I see.
To specify even further...

$f$ is an inverse of $g$ if these two relations hold.

1. $g(f(x_i)) = x_i$
2. $f(g(y_i)) = y_i$

Oh, it's like the functions undo each other!

This is the symbol used to indicate inverse functions.

There is also a connection between one-to-one and onto functions and inverse functions. Have a look at this.

You raise it to $-1$, right?

The function $f$ has an inverse $\iff$ the function $f$ is one-to-one and onto.

So if it's one-to-one and onto, it has an inverse, and vice versa. Got it!
I know it’s late, but I’d also like to talk a bit about linear transformations if you’re okay with it.

Linear transformations?

We’re already there?

Oh right, one of the main subjects.

No, we’re just going to have a quick look for now. We’ll go into more detail later on.

But don’t be fooled and let your guard down, it’s going to get pretty abstract from now on!

O-okay!
LINEAR TRANSFORMATIONS

Let $x_i$ and $x_j$ be two arbitrary elements of the set $X$, $c$ be any real number, and $f$ be a function from $X$ to $Y$. $f$ is called a linear transformation from $X$ to $Y$ if it satisfies the following two conditions:

1. $f(x_i) + f(x_j) = f(x_i + x_j)$
2. $cf(x_i) = f(cx_i)$
An Example of a Linear Transformation

The function \( f(x) = 2x \) is a linear transformation. This is because it satisfies both 1 and 2, as you can see in the table below.

| Condition 1 | \[
\begin{align*}
  f(x_i) + f(x_j) &= 2x_i + 2x_j \\
  f(x_i + x_j) &= 2(x_i + x_j) = 2x_i + 2x_j
\end{align*}
\] |
| Condition 2 | \[
\begin{align*}
  cf(x_i) &= c(2x_i) = 2cx_i \\
  f(cx_i) &= 2(cx_i) = 2cx_i
\end{align*}
\] |

An Example of a Function That is Not a Linear Transformation

The function \( f(x) = 2x - 1 \) is not a linear transformation. This is because it satisfies neither 1 nor 2, as you can see in the table below.

| Condition 1 | \[
\begin{align*}
  f(x_i) + f(x_j) &= (2x_i - 1) + (2x_j - 1) = 2x_i + 2x_j - 2 \\
  f(x_i + x_j) &= 2(x_i + x_j) - 1 = 2x_i + 2x_j - 1
\end{align*}
\] |
| Condition 2 | \[
\begin{align*}
  cf(x_i) &= c(2x_i - 1) = 2cx_i - c \\
  f(cx_i) &= 2(cx_i) - 1 = 2cx_i - 1
\end{align*}
\] |
Do you always eat lunch in the school cafeteria?

I live alone, and I'm not that good at cooking, so most of the time, yeah...

Well, next time we meet you won't have to. I'm making you lunch!

Don't worry about it! Tetsuo is still helping me out and all!

You don't want me to?
OH... HOW LOVELY.

I MAKE A LOT OF THEM FOR MY BROTHER TOO, YOU KNOW—STAMINA LUNCHES.

GREAT!

ON SECOND THOUGHT, I'D LOVE FOR YOU TO...

MAKE ME LUNCH.

OH... HOW LOVELY.

NO, THAT'S NOT IT, IT'S JUST...

UH...
I thought the best way to explain combinations and permutations would be to give a concrete example. I'll start by explaining the **Problem**, then I'll establish a good **Way of Thinking**, and finally I'll present a **Solution**.

**Problem**
Reiji bought a CD with seven different songs on it a few days ago. Let's call the songs A, B, C, D, E, F, and G. The following day, while packing for a car trip he had planned with his friend Nemoto, it struck him that it might be nice to take the songs along to play during the drive. But he couldn't take all of the songs, since his taste in music wasn’t very compatible with Nemoto’s. After some deliberation, he decided to make a new CD with only three songs on it from the original seven.

Questions:
1. In how many ways can Reiji select three songs from the original seven?
2. In how many ways can the three songs be arranged?
3. In how many ways can a CD be made, where three songs are chosen from a pool of seven?

**Way of Thinking**
It is possible to solve question 3 by dividing it into these two subproblems:
1. Choose three songs out of the seven possible ones.
2. Choose an order in which to play them.

As you may have realized, these are the first two questions. The solution to question 3, then, is as follows:

**Solution to Question 1 · Solution to Question 2 = Solution to Question 3**

| In how many ways can Reiji select three songs from the original seven? | In how many ways can the three songs be arranged? | In how many ways can a CD be made, where three songs are chosen from a pool of seven? |
1. In how many ways can Reiji select three songs from the original seven?

All 35 different ways to select the songs are in the table below. Feel free to look them over.

| Pattern 1   | A and B and C |
| Pattern 2   | A and B and D |
| Pattern 3   | A and B and E |
| Pattern 4   | A and B and F |
| Pattern 5   | A and B and G |
| Pattern 6   | A and C and D |
| Pattern 7   | A and C and E |
| Pattern 8   | A and C and F |
| Pattern 9   | A and C and G |
| Pattern 10  | A and D and E |
| Pattern 11  | A and D and F |
| Pattern 12  | A and D and G |
| Pattern 13  | A and E and F |
| Pattern 14  | A and E and G |
| Pattern 15  | A and F and G |
| Pattern 16  | B and C and D |
| Pattern 17  | B and C and E |
| Pattern 18  | B and C and F |
| Pattern 19  | B and C and G |
| Pattern 20  | B and D and E |
| Pattern 21  | B and D and F |
| Pattern 22  | B and D and G |
| Pattern 23  | B and E and F |
| Pattern 24  | B and E and G |
| Pattern 25  | B and F and G |
| Pattern 26  | C and D and E |
| Pattern 27  | C and D and F |
| Pattern 28  | C and D and G |
| Pattern 29  | C and E and F |
| Pattern 30  | C and E and G |
| Pattern 31  | C and F and G |
| Pattern 32  | D and E and G |
| Pattern 33  | D and E and G |
| Pattern 34  | D and F and G |
| Pattern 35  | E and F and G |

Choosing \(k\) among \(n\) items without considering the order in which they are chosen is called a combination. The number of different ways this can be done is written by using the binomial coefficient notation:

\[
\binom{n}{k}
\]

which is read “\(n\) choose \(k\).”

In our case,

\[
\binom{7}{3} = 35
\]
2. In how many ways can the three songs be arranged?

Let’s assume we chose the songs A, B, and C. This table illustrates the 6 different ways in which they can be arranged:

<table>
<thead>
<tr>
<th>Song 1</th>
<th>Song 2</th>
<th>Song 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>A</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>C</td>
</tr>
<tr>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
<tr>
<td>C</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>C</td>
<td>B</td>
<td>A</td>
</tr>
</tbody>
</table>

Suppose we choose B, E, and G instead:

<table>
<thead>
<tr>
<th>Song 1</th>
<th>Song 2</th>
<th>Song 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>E</td>
<td>G</td>
</tr>
<tr>
<td>B</td>
<td>G</td>
<td>E</td>
</tr>
<tr>
<td>E</td>
<td>B</td>
<td>G</td>
</tr>
<tr>
<td>E</td>
<td>G</td>
<td>B</td>
</tr>
<tr>
<td>G</td>
<td>B</td>
<td>E</td>
</tr>
<tr>
<td>G</td>
<td>E</td>
<td>B</td>
</tr>
</tbody>
</table>

Trying a few other selections will reveal a pattern: The number of possible arrangements does not depend on which three elements we choose—there are always six of them. Here’s why:

Our result (6) can be rewritten as 3 · 2 · 1, which we get like this:

1. We start out with all three songs and can choose any one of them as our first song.
2. When we’re picking our second song, only two remain to choose from.
3. For our last song, we’re left with only one choice.

This gives us 3 possibilities · 2 possibilities · 1 possibility = 6 possibilities.
3. In how many ways can a CD be made, where three songs are chosen from a pool of seven?

The different possible patterns are

<table>
<thead>
<tr>
<th>The number of ways to choose three songs from seven</th>
<th>The number of ways the three songs can be arranged</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \binom{7}{3} \cdot 6 ]</td>
<td>[ \binom{7}{3} \cdot 6 ]</td>
</tr>
<tr>
<td>= 35 \cdot 6</td>
<td>= 210</td>
</tr>
</tbody>
</table>

This means that there are 210 different ways to make the CD.

Choosing three from seven items in a certain order creates a permutation of the chosen items. The number of possible permutations of \( k \) objects chosen among \( n \) objects is written as

\[ n^P_k \]

In our case, this comes to

\[ 7^P_3 = 210 \]

The number of ways \( n \) objects can be chosen among \( n \) possible ones is equal to \( n \)-factorial:

\[ n^P_n = n! = n \cdot (n - 1) \cdot (n - 2) \cdot \ldots \cdot 2 \cdot 1 \]

For instance, we could use this if we wanted to know how many different ways seven objects can be arranged. The answer is

\[ 7! = 7 \cdot 6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 = 5040 \]
I've listed all possible ways to choose three songs from the seven original ones (A, B, C, D, E, F, and G) in the table below.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Song 1</th>
<th>Song 2</th>
<th>Song 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern 1</td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>Pattern 2</td>
<td>A</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>Pattern 3</td>
<td>A</td>
<td>B</td>
<td>E</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 30</td>
<td>A</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 31</td>
<td>B</td>
<td>A</td>
<td>C</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 60</td>
<td>B</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 61</td>
<td>C</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 90</td>
<td>C</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 91</td>
<td>D</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 120</td>
<td>D</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 121</td>
<td>E</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 150</td>
<td>E</td>
<td>G</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 151</td>
<td>F</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 180</td>
<td>F</td>
<td>G</td>
<td>E</td>
</tr>
<tr>
<td>Pattern 181</td>
<td>G</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Pattern 209</td>
<td>G</td>
<td>E</td>
<td>F</td>
</tr>
<tr>
<td>Pattern 210</td>
<td>G</td>
<td>F</td>
<td>E</td>
</tr>
</tbody>
</table>

We can, analogous to the previous example, rewrite our problem of counting the different ways in which to make a CD as $7 \cdot 6 \cdot 5 = 210$. Here’s how we get those numbers:

1. We can choose any of the 7 songs A, B, C, D, E, F, and G as our first song.
2. We can then choose any of the 6 remaining songs as our second song.
3. And finally we choose any of the now 5 remaining songs as our last song.
The definition of the binomial coefficient is as follows:

\[
\binom{n}{r} = \frac{n \cdot (n-1) \cdots (n-r+1)}{r \cdot (r-1) \cdots 1} = \frac{n \cdot (n-1) \cdots (n-r+1)}{r \cdot (r-1) \cdots 1}
\]

Notice that

\[
\binom{n}{r} = \frac{n \cdot (n-1) \cdots (n-(r-1))}{r \cdot (r-1) \cdots 1} = \frac{n \cdot (n-1) \cdots (n-(r-1)) \cdot (n-r) \cdot (n-r+1) \cdots 1}{r \cdot (r-1) \cdots 1} = \frac{n!}{r! \cdot (n-r)!}
\]

Many people find it easier to remember the second version:

\[
\binom{n}{r} = \frac{n!}{r! \cdot (n-r)!}
\]

We can rewrite question 3 (how many ways can the CD be made?) like this:

\[
\binom{7}{3} \cdot 6 = \binom{7}{3} \cdot 3! = \frac{7!}{3! \cdot 4!} \cdot 3! = \frac{7!}{4!} = \frac{7 \cdot 6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1}{4 \cdot 3 \cdot 2 \cdot 1} = 7 \cdot 6 \cdot 5 = 210
\]
NOT ALL “RULES FOR ORDERING” ARE FUNCTIONS

We talked about the three commands “Order the cheapest one!” “Order different stuff!” and “Order what you want!” as functions on pages 37–38. It is important to note, however, that “Order different stuff!” isn’t actually a function in the strictest sense, because there are several different ways to obey that command.